
Self-Supervised Feature Learning for Deep 
Multi-View Clustering 

Yazhou Ren
yazhou.ren@uestc.edu.cn

School of Computer Science and Engineering, UESTC
https://yazhou-ren.github.io/

https://yazhou-ren.github.io/


K-means

Deep MVC

Multi-View

Deep

MVC 
(Multi-View 
Clustering)

Deep 
Clustering

Traditional clustering method



1967：K-means

J. MacQueen. Some methods for classification and analysis of multivariate observations. In Proceedings of the 5th Berkeley Symposium on 
Mathematical Statistics and Probability, pages 281–297, 1967.



Limitations of shallow models
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For high-dimensional datasets



Deep ClusteringàDEC (deep embedding clustering ) 

Junyuan Xie, Ross Girshick, and Ali Farhadi. Unsupervised deep embedding for clustering analysis. In ICML, pages 478–487, 2016.

Soft assignment

KL divergence minimization

Target distribution 



Deep Clustering àSDEC (Semisupervised DEC)

Yazhou Ren et al. Semi-supervised deep embedded clustering. Neurocomputing, 325:121–130, 2019.

Data k-means KM-cst AE+KM AE+KM-cst DEC IDEC SDEC
USPS 65.67 68.18 70.28 71.87 75.81 75.86 76.39
STL-10 28.31 29.09 34.00 35.15 37.40 36.99 38.86
CIFAR-10 23.75 23.91 23.89 24.36 26.26 25.02 27.26
MNIST 52.98 54.27 74.09 75.98 84.94 83.85 86.11
20NG 33.77 33.89 40.81 47.71 50.11 53.63 78.12

Clustering results measured by ACC(%).



K-means

Deep MVC

Multi-View

Deep
Deep 

Clustering

MVC 
(Multi-View 
Clustering)

A data example often has 
different observable views. 



Multi-View Clustering
While in real-world, an object can be always describe by multiple views. 
Conventional clustering methods only work on single-view data.

2021
Learning Smooth 

Representation for Multi-
view Subspace Clustering，

Ren et al. in ACM MM

2015
Multi-view subspace clustering

Gao et al. in ICCV

2013

Multi-view k-means 
clustering on big data

Cai et al. in IJCAI

2017

Self-weighted multi-view 
clustering with multiple graphs

Nie et al. in IJCAI

2011

Co-regularized multi-view 
spectral clustering

Kumar et al. in NIPS
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Deep MVC

a. enough representation capability and 
are applicable for image clustering.

b. handle large-scale data clustering tasks.



Deep Multi-view Clustering

Adversarial 
learning

Representation 
learning

Self-
supervised 
learning

Contrastive 
learning ……

Multi-view clustering    +   Deep learning techniques



Our Recent Work

Deep Embedded Multi-view Clustering with Collaborative Training
(DEMVC, Information Sciences, 2021)



The mechanism of deep embedded clustering to minimize KL divergence

optimization using KL divergence hard samples are prone to misclassification



The mechanism by which DEMVC works

collaborative training correct the mispredicted samples in other views



The framework of DEMVC:

DEMVC applies  k-means on one view 
(the referred view) to obtain an auxiliary 
target distribution. 

This auxiliary distribution is used to refine 
the deep autoencoders and clustering soft 
assignments for all views. 

Each view will become the referred view 
in sequence to ensure that the multi-view 
clustering takes full advantage of all views.



Visualization of inputs and outputs:

This indicates DEMVC’s good representation capability of sample features and 
reconstruction capability, which is the premise to improve clustering performance. 



Visualization by t-sne:

Linear complexity makes it easy 
to handle large-scale dataset 

(e.g. 70,000 examples)



Quantitative comparison:

Single-view 
methods

Multi-view 
methods



Our Recent Work

Self-supervised Discriminative Feature Learning for Multi-view 
Clustering (SDMVC, TKDE, 2022)



How to improve multi-view clustering ? 
How to extract complementary information from multiple views?

The discriminability of different views’ 
clustering structures is different.

The clustering structures of different 
views can correct each other.



The framework of SDMVC:

Self-supervised Discriminative Feature Learning

Global feature

Soft assignment



Visualization the features in learning process (BDGP data set) :

The clustering structures of embedded features become clearer and 
clearer while their centroids are gradually separated.



Quantitative comparison:

The clustering performance of SDMVC is better than other methods.



Hot Research Directions

Deep hierarchical 
clustering

Incomplete 
MVC

Multi-view graph 
clustering ……



How to handle multi-view data containing missing data in some views?
An imputation-free and fusion-free deep IMVC framework.

Incomplete 
MVC

Jie Xu, Chao Li, Yazhou Ren et al. Deep incomplete multi-view clustering via mining cluster complementarity. In AAAI, pages 8761–8769, 2022.



How to better understand the hierarchical structure of multi-view data?

Fangfei Lin, Bing Bai, Kun Bai, Yazhou Ren et al. Contrastive multi-view hyperbolic hierarchical clustering. In IJCAI, pages 3250–3256, 2022.

Deep hierarchical 
clustering

Consists of three parts: multi-
view alignment learning, 
aligned feature similarity 
learning, and continuous 
hyperbolic hierarchical 
clustering.



How to solve multi-view attributed graph clustering?
A shared-attribute multi-graph clustering with global self-attention.

Multi-view 
graph clustering

Jianpeng Chen, Zhimeng Yang, Jingyu Pu, Xiaorong Pu, Yazhou Ren et al. Shared-attribute multi-graph clustering with global self-attention. In 
ICONIP, pages 1–12, 2022.



Existing MVGC methods are often sensitive to the given graphs,
especially influenced by the low quality graphs, i.e., they tend to be
limited by the homophily assumption.

Multi-view 
graph clustering

Yawen Ling, Jianpeng Chen, Yazhou Ren et al. Dual Label-Guided Graph Refinement for Multi-View Graph Clustering. In AAAI, 2023.



MVGC methods are limited due to the insufficient consideration in
utilizing the self-supervised information and graph information.

Multi-view 
graph clustering

Zongmo Huang, Yazhou Ren et al. Self-Supervised Graph Attention Networks for Deep Weighted Multi-View Clustering. In AAAI, 2023.
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