S @ BB AL A XEAALS @

AL EZFIE+E 7

7%‘%%

s R

Aml Al




H %

V | ([ i BR Y B 5 B fROR FE FR IR
VESTFRE)LENRARSERXKED T

VETIHREINK[ICEBRTEIN

vV EFP_Mask RCNN i e 2240

V 5G+ETTRRN AR

V ERRERBESTRS

VvV HtAI+EfFFI B




16:35 otl = @4

X AEMNEE >

108 13HEttRmiH. E— THIE
S| &t ZE, LCHETEKT HI T
mi, REKNMEEKRtH=5%0MI
... miEEER—1FitEzE, B™E
B EFRNNEE. MieRER(T4A7?
SFTAMBBHLEE? iZaEIFAksIE?

“MEMIFLERIE—#, MiEFHEE
EREEF ERG, FERNSSHED
BiARRER, "=MNKEE—ERE
SR —mREX. MENMEBIEEET/NEDT
[, MEEREE—EXHEGT, MERFE
BERARSEMEANEKRIZE S, ERME
SR EkSE=EE, MMSHS HBX N
BY 23 'S 3L 4H ZR gy I #R (£ Nz 3K [N 4% [5] 373 b=
ST SPUK

FNEEERT, MIEERREEFECIRK
Mmiz55kMieM AL, MiZI2EED
Pk=SEMZF . (OANMEFE. TEBEIBK
MIEEFESN, MEEEFFKSSIEEN
a8 B S HARRIM . KMPFIER.

16:37 atl T @% )

EFENER: >

KT ! BB ABFBEERFEE
SCTINER A -

BRI A 28~ AR - BB
RERBLANESER > WEEE
= EEFESERIRIZTIKIZ -
MCTEAKETIESR - BEDHT
RS - soIREAIEINEERAK > X
RERTREIEE - 2E ©» IR
KIENM ~ EEEFEEL - BE—
RIA - BRI —F > —
MERRIRIRESR - B ABE
ECTER ERE—2 TP FRZRISAYE
BEEZEE ?

B ECT - & B XEN3iE

&1

RITEEE S > B3R ZREA >
RERCT 8] PAZE o th BRI E A~
F2 M B AN 25 1 PO R T AN = Tm B 12
T - 28 3RS UL BRI £ A%
ZRCT I EZR10mm A _EET RIS
HERSBAFNEBEEZ5, K&




Background

Tomography)
V2011 £, *

%

%

N 2082904 K, MEIFE: KA ELDCT (Low-Dose Computed-

K% F &£ % (National-Lung Screening Trial,

NLST) BR, #MHEXEE, LDCTHENE & LAR, X TH20%
\ LDCT /& I% & .

V LDCTHE Akit— "R F (BT9F + 7 EHEH)
v EEZY . LDCTHE & %=1t E
o FardhiG: ANEM. OB, A TFUERL

E¥+T¥, Z2FM/WE




Highlights

v RNV BE @GRS A WLDCTEA SRR A RESI 7

> ARFASWNRX2R

WHRF 7 &

» WXKXRECCFAZR

> R ERXAEXEROI
> BREEENES GuEpdong) BRLp

RHEFERERSAELMNTNECER, RERARA+RE W

5 3

Q #"REREGIHEINYV THFH FE, NENALREALDCTR 58 H 24
> FAAEEANENDCTEARSHNLDCTR AN, MklEKEELDCTA A% M ;
> 20208 EAHESRTEFERAN, EET &

B

fr 410 2021ACM MM




Quality Degradation

FEHRL :
NDCT-LDCT#E 2 3t & Kk m ot

Artifacts

Noise

Quality Degradation

Imperfection of radio
frequency coils/movement of
the patient

Tlw example of Noisy-free MRI T1lw example of Noisy MRI
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Goals of LDCT denoising:

vV Noise suppression  (ERFEHDH)
V Structure retention (&R

V Artifacts suppression ({Ag5HD)




Clinical-oriented LDCT quality optimization.: Unpaired Issue

Example: Zoomed-in Denoising Results for Chest LDCT

TDDL- Ours TDDL-RED-CNN TDDL-CPCE

CNN-based Models

+ GCN/

Chen K., Pu X,, Ren Y., Qiu H., Li H., Sun J. (2020) Low-Dose CT Image Blind Denoising with Graph Convolutional Networks. ICONIP 2020. Lecture Notes in Computer Science.
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Real world Low-dose CT images
Our Task-Driven Deep Learning (TDDL) Framework for LDCT denoising

Chen K., Pu X,, Ren Y., Qiu H., Li H., Sun J. (2020). ICONIP 2020
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Low-Dose CT Image Blind Denoising
with Graph Convolutional Networks
Kecheng Chen!, Xiaorong Pu!(®),
and Jiayu Sun®

! School of Computer Science and Engineering,

University of Electronic Science and Technology of China, Chengdu, China

puxiaor@uestc.edu.cn
Rapid-Rich Object Search Lab, Nanyang Technological University,
Singapore, Singapore
% West China Hospital, Sichuan University, Chengdu, China

Abstract. Convolutional Neural Networks (CNNs) have been widely
applied to the Low-Dose Computed Tomography (LDCT) image denois-
ing problem. While most existing methods aim to explore the local self-
similarity of the synthetic noisy CT image by injecting Poisson noise
to the clean data, we argue that it may not be optimal as the noise of
real-world LDCT image can be quite different compared with synthetic
noise (e.g., Poisson noise). To address these issues, instead of manually

distortine the clean OT ta constriet naired trainine set. we estimate

Yazhou Ren!, Hang Qiu', Haoliang Li?,

- ISICDM 2020

Check for

updates

Task-Driven Deep Learning for LDCT Image Denoising

Kecheng Chen

Technology of China
Chengdu, Sichuan, China

Yazhou Ren”

University of Electronic Science and

Technology of China
Chengdu, Sichuan, China
yazhou.ren@uestc.edu.cn

ABSTRACT

Compared with normal-dose computed tomography (NDCT), low-
dose CT (LDCT) images have lower potential radiation risk for
patients while suffering from the degradation problem by noise. In
the past decades, deep learning-based (DL-based) methods have
achieved impressive denoising performances in comparison to tradi-
tional methods. However, most existing DL-based methods typically
preform training on a specific pairs of LDCT/NDCT images and aim
to generalize well on clinical scenarios with LDCT images only. It is
a difficult task and challenge, denoising LDCT images with various
noise characteristics due to different imaging protocols. We propose
a task-driven deep learning framework for LDCT image denois-
ing. Specifically, the variational autoencoder (VAE) is leveraged to
learn noise distribution. By utilizing abundant open-source NDCT
images as the latent references, we then construct pairs of induced-
LDCT (namely pseudo-LDCT)/NDCT images rather than simply
using pairs of non-induced-LDCT/NDCT images. Thus, the denois-
ing model can perceive the noise within LDCT images directly.

Jiaxin Huang

University of Electronic Science and ~ University of Electronic Science and
Technology of China

Chengdu, Sichuan, China

Jiayu Sun
Sichuan University
Chengdu, Sichuan, China

Xiaorong Pu

University of Electronic Science and

Technology of China
Chengdu, Sichuan, China
puxiaor@uestc.edu.cn

1 INTRODUCTION

Computed tomography (CT) is the most widely adopted imaging
technology in clinical diagnosis, as it was the first method to nonin-
vasively acquire images of the inside of the human body that were
not biased by superposition of distinct anatomical structures [2].
However, epidemiologic studies have indicated that the radiation
dose from even two or three CT scans results in a detectable in-
crease in the risk of cancer, especially in children [1]. In the past
decades, compared with normal-dose CT (NDCT) imaging, low-
dose CT (LDCT) imaging technology enables a lower radiation dose
and has been used to preliminary screening of high risk disease
[15], such as lung cancer. The main crucial limitation for LDCT is
that the imaging quality will inevitably be degraded due to complex
noise (caused by the negative impact of dose reduction).

To improve the quality of LDCT image, many studies perform
noise removal from LDCT images, which can be roughly catego-
rized into three streams [6], i.e., sinogram filtration based methods,
iterative reconstruction based methods and post-processing based

GCN: 5B+ 3E B EZRYF1IE

Chen K., Pu X., Ren Y., Qiu H., Li H., Sun J. (2020)
Low-Dose CT Image Blind Denoising with Graph
Convolutional Networks. ICONIP 2020. Lecture
Notes in Computer Science.

IDCTIEE S, MR EEX

Chen K., Huang J., Sun J. Ren Y., Pu X., (2020)
Task-Driven Deep Learning for LDCT Denoising.
ISICDM 2020
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Clinical-oriented LDCT quality optimization : Disconnection Issue
Connection between LDCT Quality Optimization and Lesion Detection

Lesion-Inspired Denoising Network: Connecting Medical Image
Denoising and Lesion Detection

Kecheng Chen'*, Kun Long'*, Yazhou Ren'', Jiayu Sun?, Xiaorong Pu'
! School of Computer Science and Engineering,
University of Electronic Science and Technology of China, Chengdu, 611731, China

2West China Hospital, Sichuan University, Chengdu, 610044, China

ABSTRACT

Deep learning has achieved notable performance in the denoising
ask of low-quality medical images and the detection task of le-
ions, respectively. However, existing low-quality medical image
Henoising approaches are disconnected from the detection task of
esions. Intuitively, the quality of denoised images will influence
he lesion detection accuracy that in turn can be used to affect
he denoising performance. To this end, we propose a play-and-
blug medical image denoising framework, namely Lesion-Inspired
Denoising Network (LIDnet), to collaboratively improve both de-
hoising performance and detection accuracy of denoised medical
mages. Specifically, we propose to insert the feedback of down-
tream detection task into existing denoising framework by jointly
earning a multi-loss objective. Instead of using perceptual loss cal-
‘ulated on the entire feature map, a novel region-of-interest (ROI)
verceptual loss induced by the lesion detection task is proposed to
urther connect these two tasks. To achieve better optimization for
verall framework, we propose a customized collaborative training
trategy for LIDnet. On consideration of clinical usability and imag-
IIng characteristics, three low-dose CT images datasets are used
o evaluate the effectiveness of the proposed LIDnet. Experiments
how that, by equipping with LIDnet, both of the denoising and le-
ion detection performance of baseline methods can be significantly
mproved.

on Multimedia (MM °21), October 20-24, 2021, Virtual Event, China. ACM,
New IYork, NY, USA, 10 pages. https://doi.org/10.1145/3474085.3475480

1 INTRODUCTION

The quality of medical images is crucial for the accurate diagnosis by
the physicians [1, 7]. For medical artificial intelligence (AI) commu-
nity, quite a few high-level medical image tasks (such as concerned
lesion detection [32, 49], anatomical segmentation [21, 45], and
multi-modal image registration[4, 20]) rely heavily on extremely
high-quality input images, because 1) slight noise perturbation in
low-quality images may take unexpected model degradation [18],
and 2) some small lesions (e.g., the minute pulmonary nodules)
in low-quality images will suffer from severe noise [10], leading
to the difficulties of the post-processing and the diagnosis. The
low-quality medical image will be disturbed by noise and artifacts
[35]. The researchers therefore focus on low-quality medical im-
age restoration such that the improved images can be used well in
potential downstream tasks.

On consideration of clinical usability and imaging character-
istics, the noise removal is the mainstream task for the medical
image restoration [22, 40]. In various medical images, e.g., com-
puted tomography (CT) image, magnetic resonance imaging (MRI)
image, and ultrasonic image, CT image is most sensitive to the
noise because the imaging quality will be greatly influenced by the

Kecheng Chen, Kun Long, Yazhou Ren*, Jiayu Sun, Xiaorong Pu®. 2021. Lesion-Inspired Denoising Network: Connecting Medical
Image Denoising and Lesion Detection. ACM MM, 2021. (CCF-A)
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Image Denoising and Lesion Detection. ACM MM, 2021. (CCF-A)




Conclusion
Clinical-oriented LDCT quality optimization.

Q Unpaired Data Set in Clinic

(2 Disconnection between Quality Optimization and High-level Tasks

1. Chen K., Pu X. *, Ren Y., Qiu H., Li H., Sun J. Low-Dose CT Image Blind Denoising with Graph Convolutional Networks.
ICONIP (CCF ©), 2020.
2. Chen K., Huang J., Sun J., Ren Y.*, Qiu H., Pu X.*, Task-Driven Deep Learning for LDCT Denoising. ISICDM (EI), 2020.

4. K Chen, X Pu*, Y Ren*, H Qiu, F Lin, S Zhang. TEMDnet: A Novel Deep Denoising Network for Transient Electromagnetic
Signal With Signal-to-Image Transformation. TGRS (JCR Q1), 2020.

5. K Chen, K Long, Y Ren*, J Sun, X Pu*. Lesion-Inspired Denoising Network: Connecting Medical Image Denoising and Lesion

i 3. The Championship: The Challenge for LDCT image quality optimization, 2020.12

Detection. ACM MM (CCF A), 2021.
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a,b,*
Hang Qiu™
2 School of Computer Science and Engineering, University of Electronic Science and Technology of China, Chengdu, China
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Probability-based Mask R-CNN for pulmonary embolism detection

Kun Long*, Lei Tang*, Xiaorong Pu**, Yazhou Ren**, Mingxiu Zheng®. Li Gao?, Chunjiang Song®, Su Han, Min
Zhou, Fengbin Dengs

“Medical Big Data Institute, SMILE Lab, School of Computer Scicnce and Enginecring,
University of Electronic Science and Technology of China, Chengdu 611731, China

®institute of Electronic and

of UESTC in Dongguan 523808, China

cschool of Computer Science and Technology, Southwest University for Nationalities, Chengdu 610041, China
“Chengdu Third People's Hospital. Chengdu 610060. China
“Chengdu Sizth People's Hospital, Chengdu 610051, China
#West China School of Public Health and West China Fourth Hospital, Sichuan University, Chengdu 610041, China
#Chongging General Hospital, University of Chinese Academy of Science. Chongging 400010, China

Abstract

Pulmonary embolism (PE). a blockage of the lung artery. is common and i fatal. Early di is and

of PE can reduce the risk of associated morbidity and mortality. However, it is a huge challenge to accurately detect PE,
particularly for the case of small segmental and subsegmental emboli. In this paper, a flexible probability-based Mask
R-CNN model. namely P-Mask RCNN., is proposed for PE detection. Specifically. the feature map is firstly upsampled
to enrich the local details of the small objects and to extract anchors at a higher density. Then. a candidate area is
constructed based on the probability of the appearance of PE. Finally, we extract the anchors in the candidate area of the
enlarged feature map for subsequent detection. Extracting anchors in the candidate area instead of the entire image can
not only reduce both time and space consumption caused by the enlarging feature maps but also improve the detection

performance by eliminating most invalid anchors. Compared with Mask R-C

. the anchors extracted by the proposed

P-Mask RCNN is closer to the ground truth. Extensive

d results the effecti and efficiency

of the proposed approach. The source code of our method is available at https://github.com/longkun-uestc/P_|
NN,

Mask_RC

Keywords: small object detection, pulmonary embolism, medical image, deep learning

1. Introduction

Pulmonary embolism (PE) refers to the situation that
a portion of a blood clot remains in the pulmonary artery
(Fig. [[). which ranks as the third most common cardio-
vascular disease. The small blood clots in the ¥

In recent years, Mask R-CNN [7], a kind of deep neural
network framework, has been developed for object detec-
tion and instance segmentation. Anantharaman et al. [§]
applied Mask R-CNN for the detection and segmentation
of oral diseases. Johnson [fl] demonstrated that Mask R-

arteries will block blood flow to lung. which can lead to
insufficient oxygen supply to vital organs [I]. Early de-
tection and treatment of PE could effectively decrease the
mortality rate. Computed tomography pulmonary angiog-
raphy (CTPA) has become one of the main methods for
diagnosing PE today [2] since manual diagnosis of PE is a
time-consuming and laborious task where the current best
radiologists have a range of 6-23% misdiagnosis rate [I].
Computer-aided detection methods have been developed
for aiding the radiologists in PE detection automatically.
However, the traditional automatic PE detection methods
BL ] could not perform successfully since the area of
many PE lesions is generally with small size and irregular
shape.

*Correspoading author
Email address: puxiaoruest. eds.cn (Xiaorong Pu)
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N can efficiently and ically segment
mages of various nuclei. Mask R-CNN performs well in
both large and medium objects detection and segmenta-
tion, while it underperforms with small objects [I7]].
Small object detection can usually be addressed by en-
larging feature maps of original images. Eggert et al. [I1]
proposed an based anchor ion scheme
using the high-resolution feature map of small objects.
Mao et al. [[2] designed a codec framework with symmet-
ric convolutional deconvolution layer, which could improve
the resolution of the feature map to make it better perfor-
m on small object detection. These approaches improve
detection accuracy by changing the network structure to
retain the information of small objects as much as possible.
However, the anchor extraction strategy has a significant
influence on the detection performance of small objects.
Many anchor boxes with multiple scales and aspect ratios
are generally designed manually on the entire image to

September 21, 2020
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Figure 1: Pulmonary embolism. (a) The first column shows the
original CTPA images. (b) The second column shows the images
with marked lesions.

match objects with various aspect ratios and spatial lay-
out [[3]. Due to the limited size of the feature map, few
suitable anchors match small objects. Magnifying feature
maps can alleviate the issue. but it will increase both time
and space consumption. In most cases. anchors are ex-
tracted on the entire image with equal strides. Thus, a
large number of invalid anchors are probably generated,
which will decrease the final detection performance. Most
anchor extraction methods imply a hypothesis that the
probability of objects appearing on an image is subject to
a uniform distribution, as investigated in [I4]

Clinical diagnosis based on the medical image has
shown the area prone to lesions is usually a small part
of the entire image. For example, in clinical coronary
artery calcification quantification, calcified areas generally
distribute a narrow area around the coronary artery [I5].
In breast cancer examination, the diseased tissue always
appears in the internal area of the breast in the image
ILE. On detection of PE, most plaques in CTPAs ap-
peared on the left or right pulmonary artery. as well as its
branches. Based on the clinical medwal prior kn(m Irdgt‘
it is ble to take into the
of lesion’s appearance at varions positions in the nmliml
image. Specifically, we construct a candidate area for the
original image based on probability and then extract an-
chors in the corresponding candidate area of the l‘ulslgml
feature map for subseq detection and s
The proposed model, namely probabili v-based Mask R-
CNN (P-Mask RCNN), can improve small PE object de-
tection precision without increasing time and space over-

jeet d ion can be

head.

The major contributions of our work are three-fold:

« We propose that the probability distribution charac-
teristics of lesions is a kind of significant factor to narrow
the scope of detection and thus improve detection accuracy
for medical image processing.

* A new framework for small object detection in the
medical image is proposed. The performance of small ob-
3 immp 1 significantly by s
the probability-based anchor extraction strategy with ap-
propriate feature map upsampling.

o Our approach upgrades the AP, AP50 aud APT5
from 37.55%, 77.39% and 33.21% to 41.87%, 81.55% and
41.43%, respectively, on small PE object detection task,
compared with that of Mask R-CNN.

2. Related Work

PE Detecti Computer-aided detection (CAD)
plays an important role in detecting PE. Bouma et al. 5]
pmpo-.ml to compute circularity of the bright lumen and

ature as region-level features for false-positive
removal. Masutani et al. |7] detected PE regions by ex-
tracting handcrafted features based on CT values. local
contrast, and the second derivatives of voxels. However,
limited by the repres ion ability of handcrafted fea-
tures, these traditional methods were apt to suffer from a
high false detection rate. To address this issue, Tajbakhsh
et al. [I5], studying the feasibility that two-dimensional
Convolutional Neural Network (CNN) features eliminate
false positives in PE detection, proposed a CNN based
method for PE detection, and achieved higher performance
than some traditional CAD methods. Huang et al. [I9]
applied 3D CNN for detecting PE in low dese computed
tomography. Thase methods significantly outperformed
similar hybrid systems with conventional shallow learning.

Small Object Detection: Enhancing details of small
objects is a common idea for small object detection, such
as enlarging the original image or feature map [208 21], se-
lecting a suitable anchor size [22], and increasing the pro-
portion of small objects in the dataset [I( (Z3]. Liu et al.
[24] proposed a network linking feature maps of differen-
t depth layers to improve the performance of small-scale
object detection without sacrificing large-scale object de-
tection performance. Eggert et al. [II] investigated the
influence of feature map resolution on the performance of
object detection with Faster R-CNN [25]. Krishna and
Jawahar [22] formulated finding the appropriate sizes of
anchor boxes mathematically to match small objects. K-
isantal et al. [I{]] suggested oversampling images with s-
mall objects and enhancing each image by copying and
pasting small objects multiple times to balance the detec-

¥ itivity between large and small objects.

3. Data Description

Our research includes 35 patients with pulmonary em-
bolism between the age of 24 and 82. Each patien-
t underwent a chest CT examination with the slice-
thickness<lmm and slice-interval<1.5mm. A total of
8.792 CTPA images with a size of 512x512 pixels were
obtained, 2,304 of which contained lesion areas with 3781
PE regions of interest (PE-ROIs) altogether. More than
85% of these PE-ROIs are small objects with the square
root of the area<32 pixels which only occupy on aver-
age 0.3% of the image area. [ describes the size
of PE-ROIs. Besides, the positional distribution of PE-
ROIs on the image is also regularly searchable. Most
PE-ROIs are distributed on the left or right sides of the
image’s central axis (the location of the left. right pul-
monary arteries and their branches). Due to differences
in body fat and thinness of different patients, postures
during CT scan, and various random factors during s
canning. all PE-ROIs present two 2-dimensional Gaus-
sian distributions on the left and right sides of the im-
age (Fig. [[a)). The dataset in our research is pub-
licly available [2]. and can be downloaded from httpe:
//tigshare. con/authors/Mojtaba_Masoudi/5215238/

EXLET]
wtiares of cmct)

Figure 2: Size distribution in the dataset. Most PE-ROIs are too
small to be detected.

4. Our Approach

Every pixel of the feature map in Mask R-CN2
generate 3 anchors with different aspect ratios. which
is equivalent to anchor extraction performed on every
Wimage /1 feature Pixels (defined as sampling stride) within
the original image, where wimage is the width of the input
image and w0, qeere is the width of the feature map.

However, the anchor extraction strategy has two short-
comings: First, the sampling stride is limited by the size of
the feature map so that most ground truths cannot have
exactly matching anchors due to their extremely small size.
Second, extracting anchors at even intervals on the entire

fo— 8o

0 awer L1 srowd iy

Figure 3: The minimum value of the loU is obtained only when
ground truth is in the middle of the 4 adjacent anchors.

image does not take into account the fact that the target
has a different probability of occurrence at each position
in the image.

4.1. Sampling stride analysis and upsampling
In the Region Proposal Network (RPN) [25] module
of Mask R-C an anchor is considered as a positive
anchor if it has the highest intersection-over-union (IoU)
with the ground truth or the loU between the anchor and
ground truth is greater than threshold f (In Mask R-CNN,
=0.7). Otherwise. it is a negative anchor (also named in-
valid anchor). Positive anchors will participate in the loss
calculation. However. with the default sampling stride of
Mask R-CNN. only 1.97 anchors per image are positive,
and 10.41% of them have an IoU value larger than 0.7
(Table ). This indicates that the number of pasitive an-
chors is quite small and the quality is poor. To obtain more
positive anchors, the sampling stride should be adjusted.
Consider the case where both anchor and ground truth
are square (F Let the side length of the anchor be
S, and the side loug\h of the ground truth be $,. To make
the loU value of the anchor and ground truth gmwr than
the threshold ¢, the sampling stride d should satis

5. + S, — d)?/4
s"+52—{s +8, —412/12' ™

In Eq. (I). the minimum value of the left side of the
inequality is obtained only when ground truth is in the
middle of the 4 adjacent anchors. Moving ground truth
in any direction will increase the value of loU. The same
relationship holds for non-quadratic anchors — provided
the aspect ratio of ground truth boxes and anchor boxes
match [II].

However, we found that the vast majority of positive
anchors and ground truths do not satisfy Eq. (I). Thus,
the sampling stride should be reduced, which is imple-
mented by upsampling the feature map. The relationship

K Long, L Tang, X Pu*, Y Ren, M Zheng, L Gao, C Song, S Han, M Zhou, F Deng. Probability-
based Mask R-CNN for pulmonary embolism detection. Neurocomputing, 2021.
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