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无监督学习-k均值聚类

MacQueen, J. (1967, June). Some methods for classification and analysis of multivariate observations. In Proceedings 
of the fifth Berkeley symposium on mathematical statistics and probability (Vol. 1, No. 14, pp. 281-297).
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1996：Density-based Clustering

Ester, M., Kriegel, H. P., Sander, J., & Xu, X. (1996, August). A density-based algorithm for discovering clusters in 
large spatial databases with noise. In Kdd (Vol. 96, No. 34, pp. 226-231).

K-Means                                                  DBSCAN



Rodriguez, A., & Laio, A. (2014). Clustering by fast search and find of density peaks. Science, 344(6191), 1492-1496.

local density：

distance 𝛿! from points of higher density：

Clustering by fast search and find of density peaks



Rodriguez, A., & Laio, A. (2014). Clustering by fast search and find of density peaks. science, 344(6191), 1492-1496.
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Limitations of shallow models
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Deep clustering via AE

Perform  clustering on 
learned features



ØDEC：
Xie, J., Girshick, R., & Farhadi, A. Unsupervised
Deep Embedding for Clustering Analysis. ICML,
2016 (pp. 478-487).

X

x
z

Encoder

X

x’

Decoder

X

x
z

Encoder

KL
loss

q

Deep clustering via AE

[0.6, 0.4]  à [0.8, 0.2]
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Yazhou Ren et al., Semi-supervised Deep Embedded
Clustering. Neurocomputing，2019

Data k-means KM-cst AE+KM AE+KM-cst DEC IDEC SDEC
USPS 65.67 68.18 70.28 71.87 75.81 75.86 76.39
STL-10 28.31 29.09 34.00 35.15 37.40 36.99 38.86
CIFAR-10 23.75 23.91 23.89 24.36 26.26 25.02 27.26
MNIST 52.98 54.27 74.09 75.98 84.94 83.85 86.11
20NG 33.77 33.89 40.81 47.71 50.11 53.63 78.12

Clustering results measured by ACC(%).
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Multi-View Clustering
While in real-world, an object can be always describe by multiple views. 
Conventional clustering methods only work on single-view data.

2021
Dual self-paced multi-view 

clustering，Ren et al. in 
Neural Networks

2015
Multi-view subspace 

clustering
Gao et al. in ICCV

2013

Multi-view k-means 
clustering on big data

Cai et al. in IJCAI

2017

Self-weighted multi-view 
clustering with multiple 

graphs
Nie et al. in IJCAI

2011

Co-regularized multi-view 
spectral clustering

Kumar et al. in NIPS

min
"!,$

%
%&'

(

||𝑋% − 𝐶%𝐵||)*



Self-Paced Learning

The difficulty levels of learning different instances 
vary extensively 

Simple samples:

Complex samples:



The difficulty levels of learning different instances 
vary extensively 

Simple samples:

Complex samples:

Result in the non-convex issue!

Self-Paced Learning



Self-Paced Learning
Self-Paced Learning: Train the model
from simplicity to complexity

𝑚𝑖𝑛
𝜃, 𝑣!

'
!"#

$
𝑣!𝑓 𝑥!, 𝑦!, 𝜃 − λ'

!"#

$
𝑣!

Model：

𝑠. 𝑡. 𝑣! ∈ {0,1}

Increasing λ progressively

Kumar et al., Self-paced learning for latent variable models, NIPS, 2010
L. Jiang, D. Meng et al., Easy samples first: Self-paced reranking for zero-example multimedia search. ACM MM, 2014
Y. Ren et al., Robust Softmax Regression for Multi-class Classification with Self-Paced Learning, IJCAI, 2017
L. Pan, S. Ai, Y. Ren, Z. Xu, Self-Paced Deep Regression Forests with Consideration on Underrepresented Samples, ECCV, 2020



Self-Paced Learning in Multi-View Clustering

2015

2017

2018

2019

2020

Multi-View Self-Paced 
Learning for Clustering

Xu et. al. in IJCAI

Self-Paced Multi-Task Multi-
View Capped-norm Clustering

Ren et. al. in ICONIP

Self-paced and auto-weighted 
multi-view clustering

Ren et.al. in Neurocomputing

Self-Paced Learning Based 
Multi-view Spectral Clustering

Yu et.al. in ICTAI

Deep Self-Paced Learning for Semi-
Supervised Person Re-Identification 

Using Multi-View Self-Paced Clustering
Xin et.al. in ICIP



Dual self-paced multi-view clustering, Z. Huang, 
Y. Ren, et al. Neural Networks, 2021

● Introduce the self-paced idea to both instance selection and feature selection

The fundamental form of multi-view clustering:

min
"!,$

%
%&'

(

||𝑋% − 𝐶%𝐵||)*
Applying self-paced learning

Conventional self-paced multi-view clustering:

min
"!,$,+!

%
%&'

(

| (𝑋%−𝐶%𝐵 𝑊%||)* + 𝑓(𝑊)

● Self-paced learning: 
gradually increase the number 
of samples to train the model.

● Feature selection:
gradually decrease the number 
of features to train the model.

Similarity



The proposed model:

For simplicity, in following parts, we denote:

𝑑𝑖𝑎𝑔( 𝑤!"#$ ) 𝑑𝑖𝑎𝑔( 𝑤%&"$ )𝑊!"#$ 𝑊%&"$



Experimental results：



Our recent work
Non-Linear Fusion for Self-Paced Multi-View Clustering
(NSMVC, ACM MM, 2021)

1. The view quality issue in Multi-View 
Clustering (MVC) task.

2. The conventional linear-weighting 
approach.

3. The effectiveness of non-linear 
fusion in instance-level.

Motivation



Proposed Method

● In Non-Linear Fusion for Self-Paced Multi-view Clustering (NSMVC). We
directly assigning different exponents to each view. By this way, our method
alleviate the negative impact from the corrupt views while maintain the
availability of more reliable views.

Model:

In NSMVC, a more reliable view will be assigned with a larger η(v), through this
approach, the model is more sensitive to the variation to its corresponding ∅(v).
On the contrast, the corrupt views will be granted with much smaller η(v) and
even close to 0, which means its contribution to the loss function will close to
the constant 1, thus it has little influence on the clustering result.



Proposed Method
In NSMVC, we also apply SPL to further enhance the clustering performance. However, as the values of η(v) in 
different views are not consistent, we cannot solve the proposed non-linear model by conventional SPL 
scenario that requires a regularizer. 
To this end, we design a novel regularizer-free modality of SPL to define ∅(v):

𝒍𝒊𝒗 is computed by the following formula and its relationship with ∅𝒊(𝒗) can be described by the figure on the 
right side:

Therefore, ∅(v) actually has the same selection result as the following formula 
in the conventional SPL manner:

𝒘𝒊
𝒗 = 𝟏 only when 𝒍𝒊𝒗 ≤ 𝝀𝒗.

Compared with the conventional SPL scenario, the novel regularizer-free SPL modality in our 
method is totally constituted with the loss from the samples and thus confirms the non-
negativity of ∅(v), which is essential to the non-linear model.



Proposed Method
∅(v) can be written in the form of the squared F-norm:

As the value of 𝝀𝒗 controls the participation of the samples in the 𝒗𝒕𝒉 view, it actually reflects the
quality of the view. Generally, the better views have smaller values of 𝝀𝒗 and vice versa. With the
constraint that η(v) ∈ (𝟎, 𝟏], we simply set η(v) as:

Therefore, the model of NSMVC and its corresponding 
solving algorithm are:



Results



Results



Results
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Y. Ren et al, Deep Density-based Image Clustering, 
KBS, 2020 



Deep Density-based Image Clustering 

Deep feature learning 

Local clusters generation

Density：

Local cluster centers：

Merging local clusters



Deep Density-based Image Clustering 
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Deep Multi-view Clustering

Adversarial 
learning

Representation 
learning

Self-
supervised 
learning

Contrastive 
learning ……

Multi-view clustering    +   Deep learning techniques



Representation 
learning

Self-supervised 
learning

Learn the low-dimensional nonlinear representations 
using DAE, VAE, etc.

Learn the pseudo labels from some views to supervise 
other views’ learning. 



Adversarial 
learning

Contrastive 
learning

Apply generative adversarial networks (GAN) to learn 
the latent features of multiple views.

Contrastive learning can be used to learn high-level
and consistent multi-view features.



Our recent work

Deep Embedded Multi-view Clustering with Collaborative Training
(DEMVC, Information Sciences, 2021)



The framework of DEMVC:

DEMVC applies  k-means on one view 
(the referred view) to obtain an auxiliary 
target distribution. 

This auxiliary distribution is used to refine 
the deep autoencoders and clustering soft 
assignments for all views. 

Each view will become the referred view 
in sequence to ensure that the multi-view 
clustering takes full advantage of all views.



Visualization of inputs and outputs:

This indicates DEMVC’s good representation capability of sample features and 
reconstruction capability, which is the premise to improve clustering performance. 



Visualization by t-sne:

Linear complexity make it easy 
to handle large-scale dataset 

(e.g. 70,000 examples)



Quantitative comparison:

Single-view 
methods

Multi-view 
methods



Our recent work

Self-supervised Discriminative Feature Learning for Multi-view 
Clustering (SDMVC, arXiv, 2021)



How to improve multi-view clustering ? 
How to extract complementary information from multiple views?

The discriminability of different views’ 
clustering structures is different.

The clustering structures of different 
views can correct each other.



The framework of SDMVC:

Self-supervised Discriminative Feature Learning



Visualization the features in learning process (BDGP data set) :

The clustering structures of embedded features become clearer and 
clearer while their centroids are gradually separated.



Quantitative comparison:

The clustering performance of SDMVC is better than other methods.



Our recent work
Multi-VAE: Learning Disentangled View-common and View-peculiar 

Visual Representations for Multi-view Clustering ( ICCV, 2021)
Motivation

Common information:

View-1

View-2

Peculiar information: 

Peculiar information: 

category, semantic, etc.

size, angle, background, etc.

size, angle, background, etc.



Proposed Method

Ø Fusing the representations of multiple views may lead to their negative 
interference.

Ø Learning a common feature space may result in the decays of diversity 
among multiple views.

Ø So, our motivation is to disentangle the multi-view features into different 
feature space and learn explainable multi-view representations.

Disentangled Representation Learning
解离/解耦/解纠缠表示学习 view-common variable 𝑐 view-peculiar variables 𝑧%



Proposed Method



Proposed Method



Results



Results



Results
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Our recent work
Deep Incomplete Multi-view Clustering via Mining Cluster Complementarity
( AAAI, 2022)

Introduction
Incomplete multi-view clustering groups the multi-view data containing missing data in some
views. Previous methods suffer from the two issues:
(1) the inaccurate imputation or padding for missing data negatively affects the performance.
(2) the quality of features after fusion might be interfered by the low-quality views, especially
for the inaccurate imputed views.



Motivation
The complementary information across multiple views can be described by nonlinear mappings.
To avoid the two issues, we establish a novel framework without imputation and fusion to
handle incomplete multi-view data. That is, the missing data does not need to be imputed or
padded and the cluster assignments do not depend on the fusion process of multiple views.



Loss function
ℒ=>? is the reconstruction objective
ℒ?@( is the complementarity objective
ℒ?@A is the consistency objective



Framework



Results
The learned features of all available data 
have the  similar cluster structures.

The results show that our method
achieves superior performance.
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